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ABSTRACT 
Brain tumor being one of the deadliest diseases at a very advance stage identification is a very difficult activity in early adulthood. But now development has been made with various machine learning algorithms. Currently the issue of artificial brain tumor detection is of great concern. To detect a patient's brain tumor, we consider patient data such as MRI images of a patient's brain. Here, our question is whether or not the tumor is present in brain patients. It is very important to detect tumors at the baseline level for a patient's healthy life. Much research is being done to identify certain forms of brain tumors and to improve identification performance. In this project, we predict the magnitude of brain tumors using different Convolutionary Neural Network algorithms (VGG16, VGG 19, InceptionV3, Efficientnet-B2 
etc) that provides us with reliable results. Key Words: Brain tumor; Kaggle; convolutional neural network; MRI images; Machine Learning. 
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ABSTRACT 

A real-world animal biometric system which detects and describes 

animal life in image and yideo is an emerging subject in machine 

vision. These systems provide computer vision approaches for the 

classification of animals. A novel method for animal face classification 

based on one of the · popular convolutional neural networks (CNN) · 

features. We are using CNN in this project which can automatically 

extract features, learn and classify them. The proposed _method can 

also be used in other areas of image classification and object 

recognition. The experimental results show that automatic feature 

extraction in CNN is better compared to other simple feature 

extraction techniques (both local- and appearance-based features. It 

shows that the proposed technique has a positive effect on 

classification accuracy. 

Using deep learning to study household animals' demeanor and body 

language, we can find out if they are sick or not and provide necessary 

help in time. In order to achieve this goal, we need to start with animal 

species classification. In this project I will train one of the deep 

learning models, VGG, to distinguish between images of dog, cat, 

horse, spider, butterfly, chicken, sheep, cow, squirrel, elephant. After 

using the Transfer Learning from VGG-16, the accuracy can increase 

from 80% to over 95%. Then two ways of visualizing the model outputs 

i 
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INTRODUCTION 

_lVHAT IS WORK-LIFE BALANCE ? :-

Work-life balance is about effectively managing the juggling act 
between paid work and the other activities that are important to 
people. It's not about saying that work is wrong or bad, but that work 
shouldn't completely crowd out the other things that matter to people 
like time with family, participation in community activities, voluntary 
work, personal development, leisure and recreation. 

The 'right' balance is a very personal thing and will change for 
each person at different times of his or her lives. For some people the 
issue is being able to get into work or find more work rather than 
having too much work. There is no 'one size fits all' solution. 

A balanced life is one where we spread our energy and effort -
emotional,intellectual, imaginative, spiritual and physical - between 
key areas of importance. The neglect of one or more areas, or anchor 
points, may threaten the vitality of the whole. 

Work-life balance advanta&es:-

A good work-life balance can enable staff to feel more in control of 
their working life and lead to: 

❖ increased productivity 
❖ less instances of sickness and absenteeism 
❖ a happier, less stressed workforce . . . 
❖ staff feeling valued and that their personal and/or famtly hfe 1s 

important . 
❖ improvements in employee mental health and well-bemg 
❖ more engaged staff . . 
❖ greater employee loyalty, commitment and mot1vat1on 
❖ staff less likely to leave 
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ABSTRACT 

Breast cancer is one of the most common cancer and is causing a huge number of deaths 
in women. The high incidence and mortality of breast cancer is due to its considerably 
low accuracy of diagnosis. In this paper, we explore machine learning models that can 
be applied to help increasing the accuracy of the diagnosis of breast cancer. The main 
problem of the project is to detect breast cancer based on a set of features calculated 
from a digitized image of the Fine Needle Aspiration (FNA) of a breast mass from a 
patient. We present the diagnosis models using traditional machine learning models. 
Classic . machine learning models including Logistic Regression, Nearest Neighbour, 
Sup port Vector Machine, etc. are tested on the Breast Cancer Wisconsin dataset. 
Additionally, we applied feature selection and neural network model to improve the 
perfo1mance of the syst~m. This paper demonstrates that machine learning models can 
be used for an automatic diagnosis for breast cancer. 
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► 

ABSTRACT 

Music streaming services like Spotify have changed the way 
consumers listen to music. Understanding what attributes make 
certain songs trendy can help services to create a better customer 
experience as well as more Seffective marketing efforts. We 
performed cluster analysis on Top 100 Trending Spotify Song 
of 2017, with ten attributes, including danceability, energy, 
loudness, speechiness, acousticness, instrumentalness, 
Liveness, valence, tempo, and duration. The results show that 
music structures with high danceability and low 
instrumentalness increase the popularity of a song and lead them 
to chart-topping success. 
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ABSTRACT 

the name specifies "PA YTh_lG G~ST ACCOMODA TION SYSTEM" is a ~ftWare developed for managmg vanous activities in the PG. 

vser need to specify their requirement the system will match the user requirement 

with the 

Details in the database and after :finding the match the required details are given to the 
user. 

The system will have an Admin page from which he can add details about the rooms. 

This will reduce the effort required by the new students and existing student in 

searching room and other useful things. 

Identification of the drawbacks of the existing system leads to the designing of 

computerized system that will be compatible to the existing system with the system 

which is more user friendly and more GUI oriented. We can improve the efficiency of 
the system, thus overcome the drawbacks of the existing system. 

► 

· Less human error 

· Strength and strain of manual labour can be reduced 

· High security 

· Data redundancy can be avoided to some extent 

· Data consistency 

· Easy to handle 

· Easy data updating 

· Easy record keeping 

· Backup data can be easily generated 
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ABSTRACT 

Rice is main food crops that all human consumes in all over the world, 

especially in Asian countries. It is primarily classified according to its grain 

shape, color etc. This paper presents the use of machine vision system for the 

grain classification. Machine vision has been used in a most application of grain 

classification to differentiate rice varieties based on special features such 

as shape, length, chalkiness, color and internal damage of rice. RGB color 

model, histogram, edge detection are some ways which have been used 

before to differentiate and analyzed the rice grains.In this paper also 

discussing and suggesting methods classifyfive varieties of rice and it also 

finds the percentage of purity of rice grains using the image processing 

technique based on several features such as grain color and shape using 

VGG19 CNN model. 

Key Words: Rice classification, image processing, VGG19, convolutional neural 

network; Deep Learning, Machine Learning. 
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ABSTRACT 

Examinations and assessments are undergoing a significant transformation, with 

tl·onal institutions increasingly adopting online examinations. The shift towards educa 
. u·ve assessments, particularly Multiple-Choice Questions (MCQs) bas become ~~ . lent However, manually creating numerous MCQs is challenging and time-consuming. preva · 

Therefore, there is a growing demand for a cost-effective and time efficient automated MCQ 
generation system. 

This report proposes a solution that utilizes the BERT algorithm to summarize the text 
and perform sentence mapping to generate MCQs. Additionally, the system generates choices 
for the questions using wordnet, a lexical database for English. BERT's superior performance 
and ability to process large amounts of data quickly contribute to the system's efficiency in 
generating MCQs from the provided text. 

In simpler terms, this paper suggests a way to automate the creation of MCQs for 
online exams. It uses advanced algorithms to summarize the text and generate relevant 
questions. The system also comes up with plausible answer choices for each question. By 
doing this, it reduces the time and effort required for manual question-setting, making online 
assessments faster and more efficient. 

Moreover, the proposed automated MCQ generation system offers several 
advantages. It not only saves time and effort for educators and content creators but also 
ensures the consistency and quality of the generated questions. The use of BERT for text 
summarization allows the system to capture the most relevant information from the text, 
resulting in well-formed and meaningful MCQs. 

Additionally, the utilization of wordnet for distractor generation ensures that the 
choices provided are plausible and challenging for students, promoting a more effective 
assessment of their knowledge. Overall, this system provides a practical and effective solution t . . . . . th 0 meet the evolving demands of onlme exanunations, unprovmg e assessment Process a d nh . n e ancing the overall learning expenence. 
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ABSTRACT 

Satellite image classification of 
green area, water, cloudy and deserts is 

•mportant for many applications · I d" . · 
1 me u mg disaster response, law enforcement, 

and environmental monitoring. These applications require the manual 

identification of objects and facilities in the imagery. Because the geographic 

expenses to be covered are great and the analysts available to conduct the 

searches are few, automation is required. Yet traditional object detection and 

classification algorithms are too inaccurate and unreliable to solve the problem. 

Deep learning is a family of machine learning algorithms that have shown 

promise for the automation of such tasks. It has achieved success in image 

understanding by means of convolutional neural networks (CNNs). Also, there 

has been a massive growth in Deep learning in many fields such as computer 

vision and natural language processing. But, still there exists a lack of deep 

review for the datasets and methods available for scene classification from the 

satellite imagery. This paper focuses on enlightening the concept and evolution 

of Deep Learning in Satellite image classification. 

Key Words: Machine Learning, Classification of Satellite Images, Deep Learning, 

Artificial Intelligence, Computer Vision. 
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ABSTRACT 

The real estate sector is an important industry with many stakeholders ranging 

frorn regulatory bodies to private companies and investors. Among these 

stakeholders, there is a high demand for a better understanding of the industry 

operational mechanism and driving factors. Today there is a large amount of 

data available on relevant statistics as well as on additional contextual factors, 

and it is natural to try to make use of these in order to improve our 

understanding of the industry. 

Many methods have been used in the price prediction like a hedonic regression 

in this I am trying to predict the predict the real estate price for the future using 

the machine learning techniques with the help of the previous works. I have 

used the random forest, multiple regression and more algorithms with different 

tools to predict the house price So, it would be helpful for the people, so they 

will aware of both current and future situations, so it may avoid them in making 

mistakes. 

The chosen techniques include Decision Tree Regressor, Gradient Boosting 

Regressor, linear Regression, Random Forest Regressor. 
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ABSTRACT 

Bitcoin is one of the most popular and valuable 

cryptocurrency in the current financial market, attracting 

traders for investment and thereby opening new research 

opportunities for researchers. Countless research work shave 

been performed on Bitcoin price prediction with different 

machine learning prediction algorithms. For there search: 

relevant features are taken from the dataset having strong 

correlation with Bitcoin prices and random data chunks are 

then selected to train and test the model. The random data 

which has been selected for model training, may cause 

unfitting outcomes thus reducing the price prediction 

accuracy. Here, a proper method to train a prediction model 

is being scrutinized. The proposed methodology is then 

applied to train a simple Long Short Tenn Memory (LSTM) 

model to predict the bitcoin price for the upcoming 5 days. 

When the LSTM model is trained with a suitable data chunk, 

thus identified, sustainable results are found for the 

prediction. In the end of this paper, the work culminates with 

future improvements. Key Words: Bitcoin, Cryptocurrency, 

Machine Leaming, Price Prediction, LS. 
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ABSTRACT 

rhe Fashion-MNIST clothing classification problem is a new standard dataset 
d in computer vision and deep lear . use nmg. 

tly deep learning has bee d . · Recen ' n use extensively in a wide range of domains. 
A class of deep neural networks that give the most rigorous effects in solving 

real-WO~ld problems is a Convolutional Neural Network (CNN). Fashion 

businesses have used CNN on their e-commerce to solve many problems such 

as clothes recognition, clothes search and recommendation. A core step for all 

of these implementations is image classification. However, clothes 

classification is a challenge task as clothes have many properties, and the 

depth of clothes categorization is highly complicated. 

Although the dataset is relatively simple, it can be used as the basis for 

learning and practicing how to develop, evaluate, and use deep convolutional 

neural networks for image classification from scratch. This includes how to 

develop a robust test harness for estimating the performance of the model, 

how to explore improvements to the model, and how to save the model and 

later load it to make predictions on new data. 


