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Pre-PhD COURSE WORK
RESEARCH METHODOLOGY IN ENGINEERING

Unit 1: PHILOSOPHY AND ETHICS

Introduction to philosophy: nature and Scope, concept, branches. Ethics: Definition, moral
philosophy, nature of moral judgments and reactions.

Et‘hics with respect to science and research, Intellectual honesty and research integrity. Scientific
misconducts: Falsification, Fabrication, and Plagiarism (FFP).Redundant publication duplicate
and overlapping publications, salami slicing. Selective reporting and misrepresentation of data.

Unit 2: ERRORS IN MEASUREMENTS

Types of Errors, Mean Deviation, Standard Deviation and Probable Errors, Propagation of Errors
with Summation, Difference, Product and Quotient.

Curve fitting, Method of least Square fit, least square fit (straight line) to linear equations and
equation reducible to linear equations. Least square fit (parabola) to quadratic equations and
equations reducible to quadratic equations.

Unit 3: DATA PROCESSING & ANALYSIS

Literature Survey, Defining the equation and formulating hypothesis/hypotheses. Collection of
research data, tabulating and cataloging, Sampling and methods of data analysis. Laboratory
Safety Measures, Maintenance of equipment’s and proper storage and disposal of materials.

Unit 4: SCIENTIFIC PRESENTATION AND WRITING SKILLS

Survey of literature and presentation of data, one seminar paper-preparation in PowerPoint
(which include texts, graphs, pictures, tables, references etc.)-Oral in PowerPoint/poster,
development of communication skills in presentation of scientific seminars- eye to eye contact,
facing the audience, question & answer sessions etc.

Steps to better writing, flow method, organization of material and style, drawing figures, graphs,
tables, footnotes, references etc in research paper.

Unit 5: PUBLICATION ETHICS.
1. Publication ethics: definition, introduction and importance.2. Best practice/standards setting

initiatives and guidelines: COPE, WAME, etc. 3. Conflicts of interests 4. Publications
misconduct: definition, concept, problems that lead to unethical behavior and vice versa, types 5.
Violation of publication ethics, authorship and contributorship ship 6. Identification of
publication misconduct complaints and appeals 7. Predatory publishers and journals.

References:
1. D B Resnik, The Ethics of Science: An Introduction, Routledge Publisher, USA (1998).
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n, Plenum Press, New York,

s Callahand D & Bok S, Ethics Teaching in Higher Fducatio
[lence in Education and Science, Vishwa Prakashan,

USA (19906).
3. Kanpur J N. Ethical values for exce
New Delhi (1996). . ]
4. A.N Tripathi. Human Values. New Age International Publication, New Del'hl '(2008)..
S. A Wilson: Handbook of Science Communication, [nstitute of Physics publishing, Bristol
Philadelphia (1998).
6. Science Communication: Theory and practice; Stocklmayer, Gore MM, Bryant C (Eds),
Springer (2002).
7. Laszios P.. Communicating Science: A Practical Guide, Springer (2006).
8. C R Kothari. Research Methodology: Methods and Technology, 2™ revised edition, New
Management Research

Age International Publication 2004.
9. K. N. Krishnaswamy, A [ Sivakumar,
Methodology: Integration Principles, Methods an

Delhi 2006.
10. C K Sharma, M K Jain; Research Methodology, Shree Publications, New Delhi.

M Mathiranjan,

d Techniques, Pearson Education, New



NETWORK SECURITY

UNIT - 1 : INTRODUCTION

oSl mQ.E:Q Architecture - Classical Encryption techniques
maocﬁco: Standard Block Cipher Design Principles and Mode
criteria for AES - AES Cipher - Triple DES - Placement of Encryp

Confidentiality

- Cipher Principles - Data
s of Operation - Evaluation
tion Function - Traffic

UNIT - 2 : PUBLIC KEY CRYPTOGRAPHY

Key Management - Diffie-Hellman key Exchange -
OJﬁSmﬂmvE\ - Public Key Cryptography and RSA. ke
public keys , public-key distribution of Secret keys, Diffie-

Elliptic Curve Architecture and
y management, Distribution of
Hellman key Exchange ,

UNIT - 3 : AUTHENTICATION AND HASH FUNCTION
Message Authentication Codes -

MD5 message Digest algorithm -
ntication Protocols -

Authentication requirements - Authentication functions -
Hash Functions Security of Hash Functions and MACs -
Secure Hash Algorithm RIPEMD - HMAC Digital Signatures - Authe

Digital Signature Standard

UNIT - 4 : NETWORK SECURITY

Authentication Applications: Kerberos - X.509 Authentication Service - Electronic Mail

Security - PGP S/MIME - IP Security - web Security.

UNIT -5 : SYSTEM LEVEL SECURITY

Intrusion detection - password management - Viruses and related Threats - Virus Counter

measures Firewall Design Principles - Trusted Systems.

TEXT BOOKS
| . William Stallings, "Cryptography And Network Security - Principles and Practices”,
Prentice Hall of India, Third Edition, 2003.

REFERENCES

1. Atul Kahate, "Cryptography and Network Security", Tata McGraw-Hill, 2003.

2. Bruce Schneier, "Applied Cryptography", John Wiley & Sons Inc, 2001.
3. Charles B. Pfleeger, Shari Lawrence Pfleeger, "Security in Computing", Third Edition,

Pearson Education, 2003.
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SIMULATIONS & MODELING
UNIT- 1
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Syst ies:

mwmh“~ m_/"\_:a_om. Subsystems, A Corporate Model, Environment Segment, Production
g , m:mmmaos.ﬂ Segment, The Full Corporate Model, Types of System Study, System

Analysis, System Design, System Postulation.

UNIT-2

System Simulation: The Technique of Simulation, The Monte Carlo Method, Comparison
of m_:E_w:o: w:a Analytical Methods, Experimental Nature of Simulation, Types of
System Simulation, Numerical Computation Technique for Continuous Models, Distributed

Lag Models, Cobweb Models.

System Dynamics: Exponential Growth Models, Exponential Decay Models, Modified
Exponential Growth Models, Logistic Curves, System Dynamics Diagrams, Simple System
Dynamics Diagrams, Multi-Segment Models, Representation of Time Delays.

UNIT- 3

Probability Concepts in Simulation: Stochastic Variables, Discrete Probability Functions,
Continuous Probability Functions, Measures of Probability Functions, Numerical
Evaluation of Continuous Probability Functions, Continuous Uniformly Distributed
Random Numbers, Computer Generation of Random Numbers, A Uniform Random
Number Generator, Generating Discrete Distributions, Non-Uniform Continuously

Distributed Random Numbers, The Rejection Method.

UNIT-4

ervice Times: Congestion in Systems, Arrival Patterns, Poisson
ribution, The Coefficient of Variation, The Erlang
Service Times, The Normal Distribution,
f Queues, Mathematical Solutions of

Arrival Patterns and S
Arrival Patterns, The Exponential Dist
Distribution, The Hyper-Exponential Distribution,
Queuing Disciplines, Queuing notation, Measures o

Queuing Problems.

UNIT- 5

Discrete System Simulation: Discrete Events, Representation of Time, Generation of
Arrival Patterns, Simulation of a Telephone System, Delayed Calls, Simulation
Programming Tasks, Gathering Statistics, Counters and Summary Statistics, Measuring
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Utilization and Occupancy, Recording Distributions and Transit Times, Discrete Simulation

Languages.

Input Modeling: Data Collection, Identifying the Distribution with Data, Parameter
Estimation, Selecting Input Models without Data.

Simulation Software: Simulation in C++, Simulation in GPSS.
Reference:

1. System Simulation By Geoffery Godon Second Edition, PHL.
Chapter 2: System Studies, Chapter 3: System Simulation, Chapter 5: System
Dynamics,

Chapter 6: Probability Concepts in Simulation , Chapter 7: Arrival Patterns and
Service Times,

Chapter 8: Discrete System Simulation, Chapter 9: Introduction to GPSS.

2.  Discrete-event System Simulation by Jery Banks, John S. Carson, Eastern
Economy Edition PHI. Chapter I : Introduction to Simulation, Chapter 4:

Simulation Software, Chapter 9: Input Modeling.

3. Robertazzi for Queuing Analysis.




COMPUTER VISION

UNIT-1

n, Affine, Projective,

Fund "
amentals of Image Formation, Transformation: Orthogonal, Euclidea
jon, Histogram

etc.: —HOC 1€r —.NB&O—.E. AHC vOo i 2
. . _ t Restora
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Edges . Canny, LOG, DOG; Line detectors (Hough Transform), Corners , Harris and Hessian
ace Analysis, Image

.»B:a” Orientation Histogram, SIFT, SURF, HOG, GLOH, Scale, Sp
Pyramids and Gaussian derivative filters, Gabor Filters and DWT.

UNIT -1IT

Graph ,Cut, Mean, Shift, Texture

Region Growing, Edge Based approaches to segmentation,
Segmentation; Object detection.

UNIT-1V
K, Medoids, Mixture of Gaussians, Classification: Discriminate Function,
KNN, ANN models;

supervised; Classifiers: Bayes,
ICA; Zo:%mamamio methods.

Clustering: K,Means,
m:vogm&, C:umcvagm&, Semi,
Dimensionality Reduction: PCA, LDA,

UNIT-V
n schemes , shape from shading, photometric stereo ,shape
active range finding surface representations , point, based
3D object recognition , 3D reconstruction ,
| alignment , parametric

Methods for 3D vision — projectiol
from texture , shape from focus ,
representation , volumetric representations,
introduction to motion , triangulation , bundle adjustment , translationa

motion — spline, based motion Joptical flow , layered motion.

REFERENCES:
thms and Application, Springer, Verlag London

1. Richard Szeliski, Computer Vision: Algori

Limited 2011.

Modern >E:omo? D.A. Forsyth, J. Ponce, Pearson education , 2003.

2. Computer Vision : A
Multiple View Geometry in Computer Vision,

d Andrew Zisserman,

3. Richard Hartley an
ge University Press, March 2004.

Second Edition, Cambrid

R.E. Woods, Digital Image Processing, Addison, Wesley, 1992.
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MACHINE LE ARNING

UNIT -1

Introduction - W
- Well- ;
posed learning problems, Designing a learning system, Perspectives and

issues in machine learni i

A concept leamin HH___Mm OOozomE _amS._:m and the general to specific ordering-Introduction,
hvpothedis. Ve g , Concept learning as search, Find-S: finding a maximally specific
o , ‘ on wwwoom and the candidate elimination algorithm, Remarks on version
paces and candidate elimination, Inductive bias.

UNIT - 11
Umo._m._os Tree learning — Introduction, Decision tree representation, Appropri
anomwwos tree learning, The basic decision tree learning algorithm, Hypothesis space search in
decision tree learning, Inductive bias in decision tree learning, Issues in decision tree learning
Artificial Neural Networks — Introduction, Neural network representation, Appropriate
problems for neural network learning, Perceptions, Multilayer networks and the back
propagation algorithm, Remarks on the back propagation algorithm, An illustrative example
face recognition Advanced topics in artificial neural networks.
Evaluation Hypotheses — Motivation, Estimation hypothesis accuracy, Basics of sampling
theory, A general approach for deriving confidence intervals, Difference in error of two

hypotheses, Comparing learning algorithms

ate problems for

UNIT - 11T
Bayesian learning — Introduction, Bayes theorem, Bayes theorem and concept learning,

Maximum likelihood and least squared error hypotheses, Maximum likelihood hypotheses for
predicting probabilities, Minimum description length principle, Bayes optimal classifier, Gibs
algorithm, Naive Bayes classifier, An example learning to classify text, Bayesian belief
networks The EM algorithm Computational learning theory — Introduction, Probability
learning an approximately correct hypothesis, Sample complexity for Finite Hypothesis Space,
Sample Complexity for infinite Hypothesis Spaces, The mistake bound model of learning -
Instance-Based Learning- Introduction, k -Nearest Neighbour Learning, Locally Weighted
Regression, Radial Basis Functions, Case-Based Reasoning, Remarks on Lazy and Eager

Learning
Genetic Algorithms —
Space Search, Genetic Programming,

Algorithms
V x 7

Motivation, Genetic Algorithms, An illustrative Example, Hypothesis
Models of Evolution and Learning, Parallelizing Genetic



UNIT -1v
Learning S
m:BSm% _MM o,.. _~=_.8 — Introduction, Sequential Covering Algorithms, Learning Rule Sets:
o , :d:m First Order Rules, Learning Sets of First Order Rules :FOIL, Induction as
. _m Deduction, Inverting Resolution
nalyti i i
ytical Learning- Introduction ,Learning with Perfect Domain Theories: Prolog-EBG

Remarks on Explanati X
Knowledge, planation-Based Learning, Explanation-Based Learning of Search Control

UNIT -V

MMM““M“M RM:NMMH“wm ».:_. >=m..%28. Learning — Motivation, Inductive-Analytical

oo ing, Using _uzg. _A_.J.oé_aamm to Initialize the Hypothesis, Using Prior
ge to Alter the Search Objective, Using Prior Knowledge to Augment Search

Operators,

Reinforcement Learning — Introduction, The Learning Task, Q Learning, Non-Deterministic,

Rewards and Actions, Temporal Difference Learning, Generalizing from Examples,

Relationship to Dynamic Programming

TEXT BOOKS:
1. Machine Learning — Tom M. Mitchell, - MGH
2. Machine Learning: An Algorithmic Perspective, Stephen Marsland, Taylor &

Francis(CRC)

REFERENCE BOOKS:
1. Machine Learning Methods in the Enviro

W Hsieh, Cambridge Univ Press.
5 Richard o. Duda, Peter E. Hart and
Sons Inc., 2001
3. Chris Bishop, Neural Net
4 Machine Learning by Peter Flach ,C

nmental Sciences, Neural Networks, William

David G. Stork, pattern classification, John Wiley &

works for Pattern Recognition, Oxford University Press, 1995.
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